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Abstract

The characteristic features of the morphology and dynamics of binary mixture for substrate-directed spinodal decomposition (SDSD) in

three dimensions have been studied using numerical simulations. The simulation results show that the formation of the wetting layer on the

substrate interface follows the power-law growth. It is found that the continuous influence of anisotropic diffusive behavior arose by wetting

of substrate induces the wetting component spreading onto the interface of the substrate randomly. The phase morphology and averaged size

in the vicinity of the substrate fluctuate greatly due to the wetting of the substrate. The self-similar evolution of the cross-sections parallel and

perpendicular to the substrate interface is discussed by relevant scale law functions, respectively. And the mechanisms of the growth in both

the parallel and perpendicular directions are also investigated.

q 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

In recent years, much attention has been paid to the phase

separation morphology and dynamics of binary (AB)

mixture in the presence of substrate with a preferential

wetting for one component of the mixture [1–10]. It has

been recognized that, in the vicinity of substrate, the process

of spinodal decomposition may be severely changed

compared to that of bulk [11]. Typically, the substrate

interface is completely or partially wetted by the preferred

component and becomes the origin of anisotropic spinodal

decomposition waves, which propagates into the bulk per-

pendicular to the surface. This phenomenon has been referred

to as ‘surface-directed spinodal decomposition’ [1–3].

To our knowledge, the first relevant experimental study

of this problem owes to Jones et al. [3] who found an

oscillatory composition profile near the substrate of

anisotropic polymer mixture after a quench into the two-

phase region. Krausch et al. [4] and Straub et al. [12] found
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that the preferred phase initially formed a plated cross-

section on the substrate. Wiltzius, Cumming and their

co-workers [13,14] observed that the structure factor of the

coarsening system exhibited two peaks and, the position of

the first peak (at small wave number) exhibited an abnormal

fast growth law, i.e. L1(t)ftQ with Qz1.1. However, in

contrast to the above experiments, Guenoun et al. [15] and

others [5,15–17] found that the phase growth parallel to the

substrate surface was suppressed and, if a power law fit was

attempted, it would show a crossover of the exponent from

1/3 to 1/2. It is even greater interest to study the opposite

limit of a strong surface field [18,19]. In this case, there is

rapid formation of a multi-cross-sectioned structure at the

surface. Recent interest has also focused on SDSD in other

contexts, such as SDSD on patterned substrates [20,21],

spinodal dewetting [22,23] and so on.

Along with the experimental observation, computer

simulation is playing an increasingly important role in

understanding the mechanism of morphology changes in

binary mixture [24–39]. The SDSD of binary mixture has

also been extensively investigated by Langevin simulation

[27–31], cell dynamic system (CDS) [32,33], microscopic

models (e.g. the spin-exchange Ising model) [34,35] and

Monte Carlo simulation [36]. These modeling have also

been extended naturally to the problem of phase separation
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in a confined geometry (e.g. thin film), where novel physical

effects arise due to the interplay for SDSD waves arising

from different boundaries. For example, Puri, Binder, and

Frisch [27,28] formulated phenomena models, which are

d-function [27] for short-range potential and power-law [28]

for long-range potential on the preferred component,

respectively, based on the Cahn–Hilliard (CH) equation.

They have studied domain growth adjacent to the wetting

layer for both a critical quench [27,28] and an off-critical

quench [29,30] with a variety of surface potentials. Binder

and Frisch [34] applied a master equation deduced by the

Ising model with Kawasaki spin-exchange kinetics to the

semi-infinite Ising model with a d-function surface field and

Kawasaki kinetics. Marko [32] also considered SDSD in 2D

with both short-range and long-range surface forces by

CDS. EmployingMonte Carlo simulation, Rysz [36] studied

the SDSD in thin polymer blend film.

So far most previous simulations have been limited to

two dimensions. And almost all the previous study, even a

few works in 3D focused on the cross-section perpendicular

to the substrate surface. The phase evolution of the cross-

section parallel to the substrate was only characterized using

the characteristic length obtained from laterally averaged

correlation function. In this case, the morphology and

dynamics of the cross-section parallel to substrate surface

were almost omitted. However, these simulations could not

give an overall view about the dynamics of the phase

evolution in SDSD. As a matter of fact, the dynamics of

wetting layer enrichment for binary mixture and the

evolution of SDSD waves have a tight relation with the

phase behavior of the cross-sections parallel to substrate

surface.

To gain insight into the mechanism, thus, we numerically

simulate the substrate-directed spinodal decomposition in

3D by CDS in this study. The Cahn–Hilliard–Cook (CHC)

equation was used to investigate the substrate-directed

spinodal decomposition in 3D. The frame of this paper is as

follows: the models and algorithm are introduced inSection

2. Section 3 presents the simulation results and discussions.

Finally, the conclusions are drawn in Section 4.
2. Models and algorithm

Here the dynamics and morphology evolution are

described, in the spirit of linear irreversible thermodyn-

amics, by the CHC equation for diffusive field, which can be

written as [40]

vjðr; tÞ

vt
ZMV2 dFðjðr; tÞÞ

dJðr; tÞ
Chðr; tÞ (1)

Here j(r,t)Zf(A)Kf(B) is the order parameter of the

system at point r at time t. f(A) and f(B) are, respectively,

the local volume fraction of A and B components. We have

used the fact that j(r,t) is a conserved order parameter. M is
a phenomenological parameter. F(j(r,t)) is usually the

coarse-grained free-energy function. In the present study,

we chosen z-axis as the direction of the surface effect and

consider a substrate surface located at zZ1. Thus, for the

surface-directed spinodal decomposition, F(j(r,t)) can be

defined as [32]
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where S(z) describes the surface fields and T is the

temperature. 3, u and c are phenomena parameters and can

be related to the molecular characteristic [41]. nZ1 is set in

the simulation that indicates an integrated substrate

potential [32,51]. And h(r,t) is a Gaussian white noise,

representing the thermal fluctuation, with mean zero and

correlation

hhðr; tÞhðr 0; tÞiZK2kBTMV2dðr Kr 0Þdðt K t 0Þ (3)

where T is the temperature of the fluid and h.i denotes the

ensemble average. As a minimal model, any hydrodynamics

effects and possible nonlocality in the mobility coefficient

can be ignored [42,43]. For simplicity, the thermal noise is

also neglected in this simulation. But we must point out that

the thermal noise has an effect on the final phase

morphology to a certain extent. The effect of noise will be

discussed in the other work. The driving force of the phase

separation is due to the chemical potential m(r,t) with

m(r,t)ZdF(j(r,t))/dj(r,t). According to Eq. (2), the chemi-

cal potential has the form

mðr; tÞ

kBT
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with the substitution of the dimensionless variables
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Then, Eq. (2) becomes

vjðr; tÞ

vt
ZV2 jCj3 KV2jK

X
n
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" #
(6)

The boundary conditions at the substrate can be defined as

Vmðr; tÞZ 0jZZ1 (7)

VjC
X

n

SðnÞjnK1 Z 0jZZ1

Eq. (4) is numerically solved by using the cell dynamics

(CDS) proposed by Puri and Oono [44,45]. In the 3D CDS,

the system is discretized on a La!La!La cubic lattice. And

the order parameter of each cell is defined as j(r,t), where
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rZ(rx,ry,rz) is the lattice position and rx, ry, and rz

are integers between 1 and La. According to

CDS, the polynomial jCj3KV2j is replaced by

A tanh jKjCD½hhjiiKj�, where A is a phenomenologi-

cal parameter characterizing the quenching depth and D can

be related to the interfacial free energy. And hhj(r)ii

represents the following summation of j(r) for the nearest

neighbors (r.), the next-nearest neighbors (r.r.), and the

next-next-nearest neighbors (r.r.r.)

hhjðrÞiiZB1

X
rZr:

jðrÞCB2

X
rZr:r:

jðrÞCB3

X
rZr:r:r:

jðrÞ (8)

where B1, B2, and B3 are 6/80, 3/80 and 1/80 for the 3D

system. Considering only the long-range potential, the

surface effect can be transformed into Ha(1C(ZK1)3)K1,

where Ha is of order the total integrated surface potential

[32]. Then, Eq. (6) is transformed to the following

difference equation:

jðr; tC1ÞZjðr; tÞKRðhhIðr; tÞiiK Iðr; tÞÞ (9)

with

Iðr; tÞZA tanh jKjCD½hhjiiKj�

C
Ha

1C ðZ K1Þ3
(10)

Discretizing the boundary conditions, i.e. Eq. (7), at

substrate surface (zZ1) gives j(K1,t)Zj(1,t) and

I(K1,t)ZI(1,t). Furthermore, the periodic boundary con-

ditions are used in the x and y directions and free boundary

conditions are applied at the other end in the z direction.

The parameters are set AZ1.3, DZ0.7, and RZ1 in the

present simulation, respectively. The surface interaction

parameter Ha is set HaZ0.15. Our simulation was carried

out on La!La!LaZ64!64!64 3D cubic lattice. And the

dimensionless spatial increment is DxZDyZDzZ1. The

dimensionless time step is set as DtZ1. The range of the

field j at tZ0 is �jKs%j% �jCs with the random

fluctuation sZ0.1, where the spatial average of j is �jZ0.

The initial conditions correspond to the case of critical

quenches.
Fig. 1. Simulated pattern evolution of surface-directed spinodal decompo-

sition in 3D with HaZ0.15. The color bar denotes the magnitude of the

positive order parameters.

3. Results and discussions

3.1. Time evolution of simulated patterns

First we show how SDSD processes in three dimensions.

Fig. 1 indicates the pattern evolution of SDSD. In Fig. 1,

regions with positive order parameter (A rich phase; say,

A—rich) are marked with the color bar and those with a

negative order parameter (B rich phase; say, B—rich) are

pure black. It can be clearly seen from Fig. 1 that the wetting

surface layer rapidly changes and becomes an A—rich

cross-section, followed by B—rich cross-section. The

longer the time, the thicker the A—rich cross-section is.
Next to the B—rich cross-section, one can see a very clear

two-phase structure showing a typical percolated network

patterns before tZ800. However, after tZ800, it can be

found the break up of the percolated network. The

percolated network gradually disrupts or breaks up into

many fragments. With further increasing time, the irregu-

larly shaped fragments shrink and then reshape into many

anisotropic drops and droplets. The simulation reproduces

the basic features of experimental observation [3–10].

Some cross-sections parallel to the substrate surface,
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which have not been investigated until the present study, can

be taken out to study the evolution of the phase morphology

along z-axis. Fig. 2 shows that the phase morphologies at

different locations along z-axis at tZ500. The patterns are

almost pure white at zZ2 and almost pure black at zZ6,

demonstrating the A—rich cross-section and B—rich cross-

section, respectively. Along the z-axis, the A component

increases gradually and reach a maximum. It is interesting

that a sudden phase inversion appears after zZ10. The A

phase is dispersed in B continuous phase with droplets. With

further increasing z value, the size of A phase increases

gradually and turns to percolated network again. Thus, the

morphology in order of the increasing z is as follows: (a) an

A—rich cross-section at the substrate surface, (b) a B—rich

cross-section, (c) A droplet morphology with A as the

majority phase, and (d) a bicontinuous morphology

associated with spinodal decomposition in the bulk. The

phase inversion can be observed clearly in 3D simulations
Fig. 2. Simulated pattern evolution at different values of z with tZ500.
by investigation of the phase morphology of the cross-

section parallel to the substrate.
3.2. Analysis for the cross-sections parallel to the substrate
3.2.1. Evolution of the wetting layer

Fig. 3(a) shows the averaged profiles in the z direction for

the evolution of the patterns of Fig. 1. The averaged profiles

are obtained by averaging the order parameter profile

j(x,y,z,t) of the cross-sections along z-axis as Eq. (11) with

Nx,yZjav(0,t) for a single run and then ensemble averaging

over 50 different runs. Fig. 3(b) shows some average profiles

within smaller values of z.

javðz; tÞZ
1

Nx;y

X
x;y

jðx; y; z; tÞ (11)

It is seen that the hallmark of substrate-directed spinodal

decomposition, i.e. a profile that oscillates with a
Fig. 3. The averaged profiles in the z direction for the patterns in Fig. 1 at

different times: (a) within full scale of z (b) within shorter rang of z near the

substrate surface. The arrow in (b) indicates the evolution of the order

parameter at zZ4.
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characteristic wavelength, is presented near the substrate

surface, which slowly propagates out into the bulk. And the

averaged profiles decay to zero in the bulk where spinodal

decomposition waves are isotropic and randomly oriented.

The thickness of the surface layer can be measured by

finding the z position R(t) of the first zero of the z-order

parameter profile. Fig. 4(a) shows the evolution of R(t) with

the increasing time, t. It is obvious that the growth of this

surface layer is extremely faster in the early stage. In the

log–log scale (Fig. 4(b)), the evolution of R(t) presents

approximately a line with slope to be about 1/8,

corresponding to the result of Puri [28]. For the case with

conserved order parameter and lower potential, Lipowsky

[46] predicted exponent twice as large, i.e. 1/4. Our results

demonstrate that the LS growth law cannot be used to

characterize the growth of the wetting layer in this case. And

the growth law of the surface layer is really a surface-

potential-dependent growth law [29,30].

It should be noted that the growth mechanism of the

surface layer has an important correlation with Ha. And
Fig. 4. (a) The plot of R(t) with the increasing time,t. (b) The plot of (a) in

the log–log scale.
different values of Ha can lead to different growth laws of

the surface layer such as surface-potential-dependent,

Lifshitz–Slyozov (LS), interface diffusive and logarithmic

growth laws [2,52]. The simulated results of the relationship

between the surface interaction and the wetting layer will be

discussed in detail in the next paper [52].

3.2.2. Formation mechanism of the wetting surface layer

Some researches have investigated the formation

mechanism of wetting surface layer in both diffusive and

hydrodynamic cases [32,47]. The enrichment of wetting

surface layer is difficult to study experimentally. However,

using 3D simulation, it can be analyzed conveniently by

investigating the phase evolution of the parallel cross-

sections near the substrate surface.

To understand how the wetting surface layer forms, the

formation of the spreading surface domains on the cross-

section at zZ4, which is near the substrate surface, is

investigated. From Fig. 3(b), one can find that the cross-

section at zZ4 is located in B—rich domain at the initial

stage. Then, with the increasing time, the averaged order

parameter at zZ4 grows up and changes into A—rich cross-

section gradually. This procedure indicates the formation of

the spreading surface domain of the wetting layer near the

substrate. Fig. 5 shows the morphology evolution of the

cross-section at zZ4. It can be clearly seen that the cross-

section in the early and interim stages is almost pure black,

implying that the cross-section is located in the B—rich

domain at those times. Then, a particle of A component

appears as pointed by the arrow. The particle becomes

bigger with the increasing time while some other particles

also come forth randomly. These particles connect to each

other and coarsen gradually. Then, A component occupies

almost the whole surface in the late stage. Fig. 6 is the

schematic diagram for the enrichment of the wetting surface

layer in side view. The model used in the present study is

model B which only describes the diffusive effect [48]. The

simulated results demonstrate that it is the continuous

influence of anisotropic diffusive behavior arose by the

attraction of the substrate that incorporates the random bulk

domain into spreading surface domains of the wetting layer

on the substrate. Then, the small droplets of the wetting

phase coarsen into a much larger one.

3.2.3. Concentration fluctuation near substrate surface

Fig. 7 shows the morphology evolution of the surface at

zZ4. There are many particles of A component dispersed in

continuous phase of B component in the early stage. With

the increasing time, the growth of these particles leads to the

connection of A component and turns into the typical

percolated phase structure. Then, it can be found that almost

only A component is in the pattern at tZ500. With the

further increasing time, many holes are presented in the

pattern. And these holes become bigger and bigger, which

corresponds to the spreading of the surface domains of

the substrate in contact with the random bulk domains.



Fig. 5. Simulated patterns at with zZ4 different times. The arrow at tZ
2000 points out the initial formation of the A component particle.

Fig. 7. Simulated patterns at different times with zZ10.
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A component decreases gradually with the percolation of

phase structure. Thus, the concentration at the cross-section

near the substrate interface fluctuates with the increasing

time. It is interesting that the phase inversion happens at

about tZ500.

Fig. 8 shows the plots of z-order parameter at different
Fig. 6. The schematic diagram for the enrichment of the wetting surface

layer in side view. (a) Early stage (b) Interim stage (c) Late stage.
times. These plots show that the concentration waves shift

further to large values of z with the increasing time. It is seen

that the points, at the line zZ10, move from the right side of

the first peak to the left with the increasing time, and get to

the wave peak at about tZ500. Corresponding to Fig. 7, it

can be found that the concentration fluctuates near the first

wave peak and, the inversion of the phase morphology

happens at the wave peak. The phase morphologies of the

two sides of the first wave are different completely. And one

is the typical percolated phase structure; the other is the

continuous phase of A component with many holes of B

component due to the attraction force of the substrate.

To more clearly understand the concentration fluctuation

near substrate interface, the evolution of average character-

istic length near substrate interface is also analyzed. To do

so, the characteristic length, L, and its average, Lm, of

certain cross-sections at different times are calculated as

follow [16]



Fig. 8. Plots of averaged order parameter profile against z at different times.

The arrow indicates that the profiles shift into the bulk with the increasing

time.
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Lm Z

ðCN

0
LPðLÞdL (12)

with

PðLÞZ
NðLÞðCN

0
NðLÞdL

(13)

where N(L) is a frequency of the events L. Fig. 9 shows the

temporal changes of Lm at different values of z. The growth

of Lm at zZ10 is fast in the early stage. Then, a clear wave

peak appears at about tZ500. With further increasing time,

Lm decreases, reflecting the inversion of the average size

of the phase at about tZ500. At the same time, it is clear

seen that the peak of inversion appears in more early stage

at zZ8, then, the characteristic length decreases quickly.
Fig. 9. The temporal changes of Lm at different values of z.

Fig. 10. Plots of S(k,t) against k at different times for three values of z.
At zZ12, the change of Lm becomes bigger in the early

stage, but no peak is presented in the curve. These results are

consistent with that of Fig. 8. It is clear seen that the

intersection points between the line of zZ8 and plots of

jav(z) are almost only located at the unilateral side of the

peak and, move from wave peak to valley. To the contrary,

the intersection points of zZ12 move from wave valley to

the peak of the first peak. Only for zZ10 the intersection

points move from the right side of the first peak to the left

side with the increasing time. Thus, it can be seen that the



Fig. 11. Plots of hki against time t for zZ18, 20, 22. The inset is the plots in

the log–log scale.
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evolutions of the phase morphology and average size near

the surface layer fluctuate greatly due to the attraction of the

substrate.
Fig. 12. Plots of the scale law function S(k,t)hki2 against k/hki at different

times for three different values of z.
3.2.4. Dynamical evolution of the parallel cross-sections

Fig. 10 shows the time evolution of the scattering

function S(k,t) for different z values (zZ18, 22, 24). It is

clear that with the increasing time, the scattering intensity

becomes higher and, the maximum of the intensity shifts to

smaller wavenumber. The time evolution of the scattering

function, S(k,t), is in a normal mode for phase separation at

different locations. In this section, we define the character-

istic length scale of the pattern size based on S(k,t). And the

characteristic length hki is defined as

hkiZ

ð
kSðk; tÞdkð
Sðk; tÞdk

(14)

Fig. 11 shows plot of hki against time t for zZ18, 20, 22. All

results are averaged over fifty independent runs. It is found

that the plots can be superposed in the early stage. However,

these plots cross over at different times in the late stage,

respectively. On the other hand, the length-scale data for

different values of z evolves with almost the same speed

initially and then cross over to a faster growth as the effect

of the substrate is transported and inducted. The crossover is

later for larger values of z. The inset clarifies the crossover.

Before the crossover, the growth law is hkiftK1/3,

demonstrating the typical LS growth law. Subsequent to

the crossover, the accelerate growth seems to fit a faster law

with about hkiftK1/2. The data in the crossover regime may

be associated with the orientation effect due to the spreading

of the preferred component on substrate. In this case, a part

of interconnected structure of polymer mixture could be

broken up and result in extended strands parallel to the

substrate surface. Thus, the phase structure near the wetting

layer on the substrate coarsens due to interfacial diffusion at
the crossover time, which follows a tK1/2mechanism [5,49,

50]. Fig. 12 shows the superposed data from different times

for the scale law function S(k,t)hki2 versus k/hki for three

different values of z. These plots fall on a master curve with

the increasing time, respectively, demonstrating the self-

similar evolution of the phase in each cross-section.

3.3. Analysis for the cross-sections perpendicular to the

substrate

3.3.1. Phase evolution of the perpendicular cross-section

To more clearly understand the phase evolution of the



Fig. 13. Simulated patterns with xZ32 at different times.

Fig. 14. Data for the surface averaged correlation function G(z1,z,t) as a

function of z1 at different times (a) tZ150 (b) tZ1200.
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cross-section perpendicular to the substrate, the cross-

section in x direction with xZ32 is investigated. Fig. 13

shows the evolution of the cross-sections at different times.

Along the z-axis and from the substrate, the wetting layer of

A component parallel to the substrate rapidly forms on the

substrate followed by a cross-section of B component. The

next is another enriched cross-section of A component,

which has about the same average thickness as the wetting

layer adjacent to the substrate. Moreover the domain pattern

farther from the substrate has just the characteristic structure

of bulk spinodal decomposition. The dynamics of the phase

separation in the vicinity of the substrate is enhanced due to

the orientation effect of the substrate that preferentially

aligns domains parallel to it. These result in anisotropy of

domain growth parallel and perpendicular to the surface, in

the vicinity of the substrate. The extent of the anisotropy

decreases with increasing z value and, the bulk is isotropic.

These results correspond to that of the analysis by 3D.
3.3.2. Dynamical evolution of the perpendicular cross-

sections

We next consider the scaling behavior of real-space

correlation functions, which are used in characterizing the

dynamics of fluctuations. z-Dependent correlation function

perpendicular to the substrate can be defined as [27,28]

Gðz1; z; tÞZ hjðx; y; z; tÞjðx; y; zCz1; tÞi

K hjðx; y; z; tÞi!hjðx; y; zCz1; tÞi (15)

The angular brackets refer to an averaging over initial

conditions and integration over x and y.

Furthermore, the characteristic length in the perpendicu-

lar direction, L, can be defined as

GðzCL; z; tÞZ
Gð0; z; tÞ

2
(16)

where G(0,z,t) is the maximum value of G(z1,z,t).

Fig. 14(a) and (b) show data for the surface averaged

correlation function G(z1,z,t) as a function of z1 from early

to later stage. Because of the breaking of translational



Fig. 15. Plots of the normalized correlation function G(z1,z,t)/G(0,z,t)

against z1/L at different times for three values of z.

Fig. 16. Plots of L(z,t) against t for zZ18, 20, 22. The inset is the plots in

log–log scale.
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symmetry by the substrate, the correlation function depends

on both z and z1, until one is deep into the bulk. Fig. 15(a)–

(c) give plots of the normalized correlation function

G(z1,z,t)/G(0,z,t) against z1/L at different values of z at

different times. It is obvious that the correlation functions

exhibit reasonable scaling, implying the self-similar

dynamical evolution of the phase morphology in the per-

pendicular cross-section. We must point out that the scale

law in the perpendicular cross-section is only obtained in the

short distance of z1, i.e. within the first wavelength of z1/L.
Fig. 16 shows plots of L(z,t) against t for zZ18, 20, 22.

And the inset is the plots in log–log scale. All results are

averaged over 50 independent runs. Correlated with Fig. 11,

it is seen that both the perpendicular and parallel length

scales follow the LS growth law until they experience the

effect of the wetting layer. In the late stage, the perpen-

dicular length scale exhibits decelerated growth and even

freezes at longer time. The freezing does not mean that there

is no temporal evolution, but a dynamical equilibrium

process. The cross-section at z is not located in the region of

bicontinuous morphology, but in the region of the droplet

because of the depletion of A component by the substrate

effect, whereas z1 still locates in the region of bicontinuous

morphology.
4. Conclusions

The simulated morphologies and evolutions of the

substrate effect spinodal decomposition are basically

consistent with what was observed in experiments. It is

found that the phase inversion happens at the parallel cross-

section near the substrate interface. The simulation indicates

that the variation rule of the average character length at the

cross-section near the substrate corresponds to that of the

average order parameter. And a phase inversion is observed

at about the peak of the first wave.

The increase of the wetting layer thickness presents

approximately a line with slope being about 1/8, demon-

strating that the Lifshitz–Slyozov (LS) growth law cannot

be used for the growth of the wetting layer. The simulation

indicates that the continuous influence of anisotropic

diffusive behavior arose by wetting of substrate induces

the wetting component spreading onto the interface of the

substrate randomly.

The phase evolution, on the cross-sections both

perpendicular and parallel to the substrate, follows the LS

growth law until they experience the effect of the wetting
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layer. And the parallel length scale shows accelerated

growth with t1/2, while the perpendicular scale exhibits

decelerated growth and can even freeze. And the results

obtained by scale function S(k,t)hki2 against k/hki demon-

strate the self-similar evolution of the phase in each parallel

cross-section. The data of the averaged correlation function

G(z1,z,t) indicates the self-similar dynamical evolution of

the phase morphology in the perpendicular cross-section

within about one wavelength distance of z1/L.
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